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How to Incentivize Customers to Rate Truthfully?
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Breakfast

Chick-fil-a Chick-n-r
Bite-sized Chick-fil-A® Nuggets nestled in warm, mini yeast rolls that ara lightly
brushed with a honey butter spread.

$6.19 - 13100% (25)

#3Most Liked

nis™

Chick-fil-a® Chicken Biscuit

Abreakfast portion of our famous boneless breast of chicken, seasoned to perfection,
hand-breaded, pressure cooked in 100% refined peanut oil and served on a butterm.
$2.74 - B3 76% (34)

#2 Most Liked

Hash Brown Scramble Burrito

Ahearty morning meal of sliced Chick-fil-A Nuggets, crispy Hash Browns, scrambled
eggs and ablend of Monterey Jack and Cheddar cheeses. Made fresh each morning.
56.49 - 13 92% (14)

Hash Browns
rispy potato medallions cooked in canola ol
$215 - 13 89% (47)
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Hash Brown Scramble Bowl

Ahsarty morning mesl o slcad Chick-fi-A Nuggats, crispy Hash Browns, scrambled
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© Peer Prediction Problem
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Problem Settings

What we observe:  Alice’s Private Bob's Private
X € {0,1} and Signal: X; € {0,1} Signal: Y; € {0,1}
ye € {0,1}

@ In each round t, Alice and Bob receive signal X; and Y; from a
distribution Px y over {0,1}2.

o Alice has a random variable X; € {0,1} for her report and send its
realization X; to us. So does Bob.

e Assumption (positive correlated signals): The distribution Px y is

positively correlated, i.e.,
min{Px,y(l, 1), PX’y(O, 0)} > maX{PX’y(l, 0), PX,y(O, 1)}
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Consistent Strategy Assumption

0 1

@ In all previous theory works, Consistent Strategy Assumption is
pivotal.

@ We call a strategy profile o for Alice or Bob to be a 2 x 2 probability
matrix giving probability of reporting X given private signal X.

@ The above table is a strategy profile of Alice in the round.

o Consistent Strategy Assumption: Alice and Bob use consistent
(unchanged) strategy profiles ox and oy respectively over all rounds.

@ Unrealistic!!!
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Goal of Peer Prediction

@ In short, the final goal of peer prediction is incentivizing agents to
report truthfully.

e We want to design a mechanism M = {M; : t > 1} where
M, : {0, 1}2%K — [—1,1].

o After Alice and Bob reporting X<; and y<; in round t, M computes
(re, st) = Me(Xje—iq1,45 Y[e—kt1,4). We call such M rank k
mechanism.

@ In total,if the number of rounds is T, we pay Alice 1 +r+---+ rr
and pay Bob s; +so + - - - + sT.

@ We hope truthfully reporting is a BNE in this game. Or more strictly,
we hope that M is strongly truthful.
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Strongly Truthful

Definition (Strongly truthful)

In a peer prediction game, if agents are using consistent strategies, a
mechanism is strongly truthful if and only if truthtelling is a BNE and also
guarantees larger agent welfare than any non-permutation equilibrium.
Here, welfare is defined by each agent's expected payoff so that is to say,
the expected payoff of each agent using truthtelling strategy profile is
strictly higher than the expected payoff using non-permutation equilibrium.)

X Xfo 1 X Xfo 1
t t
0 1]0 0 1]0
1 01 1 01

Permutation Strategy Profiles

8/21



Correlated Agreement (CA) Mechanism

One strongly truthful mechanism is CA mechanism M (rank 2).

In the t" round,

MtCA()ACStaySt) = (H[ )/t] - ]I[Xt Vi1 ] ]I[}A/t = 5<t] - ]I[)A/t = 3<t—1])-

>

TV
re St

MCA is proved to be strongly truthfull

According to consistent strategy assumption, we have

E[r] = E[rs] = --- and E[s;] = E[s3] = ---. Thus total expected
rewards of Alice and Bob are (T — 1)E| t] nd (T — 1)E[s¢] for an
arbitrary t, correspondingly.
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An Example of Strongly Truthfulness

~ ~

Xt Yi
0 1 0 1
Xt Y
Po 1—po 0 qo 1—qo
1 I—p p1 1 Il-—aq a1
Consistent Strategy ox of Alice Consistent Strategy oy of Bob

o MA(Rcr, y<t) = (1[5 = ¥ — %t = Yo, Ilye = ] — 17 = Xe1]).

re St

ijy(O, 0) = 0.4, P)gy((), 1) =0.1,
Px,y(l, 0) =0.1, Px,y(l, 1)=04.
o E[rf] =E[sf] = 0.3(p1 + po — 1)(q1 + go — 1) < 0.3 and the equality

holdsifandonly if pp=p1=qo=qg1=1lorpp=p1 =g =91 =0
(permutation strategy profiles).
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Replacement of Consistent Strategy Assumption

™

Learn

@ Instead of sticking with one mixed strategy, real-world agents are
learning to earn money!

@ Can CA mechanism still guarantee that agents converge to
truthfulness?

@ No-regret behavior assumption on agents? X
@ Agents using reward-based online learning algorithms? v
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No Regret is Not Enough!

Theorem (Negative Result)

For any sequential information elicitation mechanism M of rank k € N,
there exist no-regret algorithms for Alice and Bob so that M cannot
achieve truthful convergence.

Intuition:

@ No regret assumption does not prevent correlation between Alice's
and Bob's strategy profiles.

o Alice and Bob can generate X}, Y} from Px y by themselves and
report X; = X, Y, = Y, truthfully.

@ In expectation, Alice and Bob should get same rewards as truthfully
report 5(,_» = X, Vt = Y}
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@ Reward-Based Online Learning Algorithms
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Accumulated Rewards

Agents have four pure strategies:
o truthtelling: opt;,
o flip the private signal ( report X=1- X): opts,
@ always report 1: opts,
@ always report 0: opt,.

We define r;; as the reward of Alice if she uses opt; in the tth round while

X<t—1 and y<¢ are fixed. The accumulated rewards of four options for
Alice is R;’t =frixt+ -+ rie
Similarly, we are able to compute s;;: and S; ;.

Agents use R;;_1,S5;:—1 to decide what to do in the tth round!
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Reward-Based Online Learning Algorithms

Take Alice as an example:

@ Alice uses an update function f: R* — A3, and chooses opt; with
probability fi(Rl,t—b R2,t—17 R37t_1, R47t_1) for i € [4] in the ¢t round.

e Exchangeability of f. for any Ry, Rz, R3, R4 € R and an arbitrary
permutation of them R;, R;,, Ri, Ri,,
f,'j(Rl, Ry, Rs3, R4) = G(R,'l, R;Q, R,'3, R,'4) for all jE [4]

@ Order preservation of f. for any Ry, R», R3, R4 € R and suppose
that R;, Ri,, R, Ri, is a non-increasing order of them, for f we have
fi (R, Ra, R3, Ry) > fi,(R1, Re, R3, Ry) > fi;(R1, R2, R3, Ry) >
ﬁ4(f?17f32,f?3,f34).

@ Full exploitation of £
MR, _max{Rs,Rs,Ra}—+oc N1 (R1, R2, R3, Ry) = 1.

@ One can directly verify that this algorithm family contains replicator
dynamics, hedge algorithms and follow the perturbed leader algorithm.
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© Proof of Convergence
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Main Result

Under the assumptions we introduced, the binary-signal, sequential CA
mechanism M achieves truthful convergence when agents use
reward-based algorithms Af and Ag, where the update functions f and g
satisfy the properties in the last slide.

A few observations:
@ Rit+Ryt=R3¢+Ryt=0and 51+ +S2+=53:+54:=0.
] Rg,t, R4’t S [—1, 1] and 53,t, 54,1_» S [—1, 1].
@ Hence, a state of Alice's strategy can be approximately represented by
Rit-1. When Ry ;1 >> 1, Alice chooses opt; whp; when
Rit—1 << —1, Alice chooses opty whp.
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Proof Idea

@ Step 1: Prove that S; and R; cannot be on both sides of 0 and both
far from 0. (—)

@ Step 2: Prove that when one of S;, R; is not far from 0, they will
eventually get into a state such that Ry, S; on both sides of 0 and
both far from 0.

e Step 3: Prove that when Ry, S; are in state £ (u) or £22(u), Ry, S1
will both become further from 0 in the following rounds. (—)
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Given the game we defined, Pr {limsupHoo EPPvEN = 1} =
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Good Event: £2(u)

Given the game we defined, for all u there exists A, so that for any T with
history Ht € 8%-’2 Vv 8%’1, we have
Pr{(\/,Tjﬁ(”“())ﬂoogtl’l(u)) v (viT:+7g1(u+co)+1oogt2,2(u)) _ 1)’HT} > A,
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Given the game we defined, for all € > 0 there exists u € N such that
given a history Hrt € SIT’l(u) v 8%’2(u), we have

. 1,1 u ) 2,2 u N —
Pr {V/ €N, 5T+((71‘1‘)22W+1)i (L4 +i)V 5T+([,&(f’32]+1)i (Lg]+1) 1'7—[7} >

1—e.
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All converge! Moreover, ¢-greedy also converges, we expect an
almost identical proof works.
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! OPIION1J ‘U/AIPTIONZ:

OPTIONS  * OPTION4

Non-binary private signals X;, Y; for Alice and Bob?

@ Do other mechanisms for peer prediction guarantee truthful
convergence?

More general family of learning algorithms?
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Q&A

Questions?

Thank you!
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